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Introduction

➢ Assistive agents performing household tasks often compute 
and execute actions that accomplish one task at a time.

➢ Efficiency can be improved by anticipating upcoming tasks 
and computing an action sequence that jointly achieves 
these tasks.

➢ We use: 
•  world knowledge of LLMs for high-level task 

anticipation
•  classical planning system to compute a sequence of 

finer granularity actions
•  realistic scenarios in the VirtualHome environment 

for task execution and grounding.

Results

Discussion
We describe a framework: Anticipate&Act, for task anticipation and action execution by an agent in complex household 
environments. We use Planning Domain Definition Language (PDDL) as the action language to create a household domain and use 
the Fast Downward solver to compute plans for any goal state. 
We present a 31% reduction in execution time and a 12% reduction in plan length compared to a system that does not anticipate 
upcoming tasks

Anticipate & Act: Integrating LLMs and Classical Planning for 

Efficient Task Execution in Household Environments

Framework

Routine: ℛ = 𝜏1, 𝜏2, … , 𝜏𝑛

 ∀ 𝜏𝑗 ∈ 𝒯 (known tasks)

LLM objective: predicting tasks 𝜏𝑖  for a routine ℛ

Each task 𝜏𝑗  requires a sequence {𝑎1
𝑗
, 𝑎2

𝑗
, … , 𝑎𝑘

𝑗
} to be executed

Every action 𝑎𝑘
𝑗

 has a cost 𝑐𝑘
𝑗

Plan : 𝜋 = 𝑎1, … , 𝑎𝐾  

Planner objective : 𝜋∗ = 𝑎𝑟𝑔𝑚𝑖𝑛 𝜋𝑗𝒞 𝜋𝑗 , 

where 𝒞 𝜋𝑗 = σ𝑘=0
𝐾 𝑐𝑘

𝑗

Cost 𝑐𝑘
𝑗
 represents the time taken by the agent for execution.

𝐾𝑅𝐶𝐶 =
𝑛𝑐 − 𝑛𝑑

𝑛0 − 𝑛1 𝑛0 − 𝑛2

Performance of LLMs for Task Anticipation. Results over 500 experiments with ≈ 20 tasks per experiment. 

Plan Execution Time

Plan Length

Mean execution cost ratio and plan length ratio WRT 
Myopic Agent
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